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Ways to Evaluate LLMs

Benchmarks Human as a judge Model as a judge
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Benchmarks

Concrete Task
e.g. Spam classification

Relatively “easy” to assess and 
measure.

Evaluation using ground truth samples 
and a metric.

Generation evaluation or multi-choice.

favoring specific choices based on the 
order in which they have been 
presented for multi-choice evaluations
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Benchmarks

Concrete Task
e.g. Spam classification

General Capability
e.g. Math skills

Relatively “easy” to assess and 
measure.

Evaluation using ground truth samples 
and a metric.

Generation evaluation or multi-choice.

favoring specific choices based on the 
order in which they have been 
presented for multi-choice evaluations

Hard to decompose into well-defined and precise 
tasks

“Holistic evaluations”

GSM8K dataset is made of actual high school 
math problems.

Failure and success hard to interpret.

Contamination
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Benchmarks

Concrete Task
e.g. Spam classification

General Capability
e.g. Math skills

Relatively “easy” to assess and 
measure.

Evaluation using ground truth samples 
and a metric.

Generation evaluation or multi-choice.

favoring specific choices based on the 
order in which they have been 
presented for multi-choice evaluations

Hard to decompose into well-defined and precise 
tasks

“Holistic evaluations”

GSM8K dataset is made of actual high school 
math problems.

Failure and success hard to interpret.

Contamination

General capabilities are hard to evaluate with automated metrics.
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Human as a Judge

Task humans with first, prompting models, then, grading a model answer or ranking several outputs according to guidelines.
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Human as a Judge

Vibes-checks

Task humans with first, prompting models, then, grading a model answer or ranking several outputs according to guidelines.

Undisclosed prompts

Overall feeling of how well 
models perform

Constitute anecdotal evidence

Subjective, confirmation bias
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Human as a Judge

Vibes-checks Arena
e.g. LMSYS chatbot arena

Task humans with first, prompting models, then, grading a model answer or ranking several outputs according to guidelines.

Community feedback to 
establish massive model 
rankings

Elo ranking

High subjectivity

Undisclosed prompts

Overall feeling of how well 
models perform

Constitute anecdotal evidence

Subjective, confirmation bias
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Human as a Judge

Vibes-checks Arena
e.g. LMSYS chatbot arena

Systematic 
annotations

Task humans with first, prompting models, then, grading a model answer or ranking several outputs according to guidelines.

Community feedback to 
establish massive model 
rankings

Elo ranking

High subjectivity

Undisclosed prompts

Overall feeling of how well 
models perform

Constitute anecdotal evidence

Subjective, confirmation bias

Provide extremely specific 
guidelines to paid selected 
annotators

Can get extremely expensive fast

Human bias
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Human as a Judge
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Community feedback to 
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Can get extremely expensive fast
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Not all use cases are suitable to be subject to biased human evaluation.
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Model as a Judge

https://huggingface.co/blog/clefourrier/llm-evaluation 

Generalist, high capability models Small specialist models

Well correlated with human preference

Closed source, subject to change behind 
APIs, and uninterpretable.

Trained specifically to discriminate from 
preference data
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Model as a Judge

https://huggingface.co/blog/clefourrier/llm-evaluation 

Generalist, high capability models Small specialist models

Well correlated with human preference

Closed source, subject to change behind 
APIs, and uninterpretable.

Trained specifically to discriminate from 
preference data

Tend to favor their own outputs when scoring

Bad at providing consistent score ranges

Can be inconsistent with human rankings

Models as judges introduce very subtle and un-interpretable bias in the answer selection. 
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Self-Sensitivity Evaluation for LLMs
A company deploying a client-facing chatbot must ensure that the model will not respond to client requests 
with profanity.

Benchmarks approach this problem using small, domain specific datasets with human-curated labels.
Data sources can unknowingly be leaked into the training set.
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Self-Sensitivity Evaluation for LLMs
A company deploying a client-facing chatbot must ensure that the model will not respond to client requests 
with profanity.

Benchmarks approach this problem using small, domain specific datasets with human-curated labels.
Data sources can unknowingly be leaked into the training set.

Rather than measuring model accuracy against known ground truth labels, we choose a simple 

transformation that can be applied to text. We then measure the level of invariance that a model’s 

output has under that transformation.
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Knowledge Probing via Negations

We construct a self-sensitivity transformation over factual information by automatically applying negations 
to facts, as, for example, given by passages containing Wikipedia entities and medical terms.

We measure the change in the normalized log-perplexity (log(ppl(x))), between the original and negated 
sentence.

Normalized sensitivity scores correlates with TriviaQA world knowledge.
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Knowledge Probing via Negations

Sensitively score accurately predicts model ranking on clinical knowledge domain.
19



Self-Sensitivity Evaluation for LLMs

Toxicity

https://perspectiveapi.com/, https://rowanzellers.com/hellaswag/ 

Demonstrates  a close correlation between our metric (Pearson correlation of 0.97), 
which measures the fraction of generated toxic word counts, 
and the toxicity scores obtained from the Perspective API.
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Demonstrates  a close correlation between our metric (Pearson correlation of 0.97), 
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and the toxicity scores obtained from the Perspective API.

Word Order 
Sensitivity

Positive correlation between Word OrderScore and HellaSwag with a Pearson 
correlation of 0.88.
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Self-Sensitivity Evaluation for LLMs

Toxicity

https://perspectiveapi.com/, https://rowanzellers.com/hellaswag/ 

Demonstrates  a close correlation between our metric (Pearson correlation of 0.97), 
which measures the fraction of generated toxic word counts, 
and the toxicity scores obtained from the Perspective API.

Word Order 
Sensitivity

Positive correlation between Word OrderScore and HellaSwag with a Pearson 
correlation of 0.88.

Problem: Evaluations are small and potentially contaminated. Can we use raw 

web text in a self-supervised manner to construct meaningful evaluations?

Answer: Yes! Proposed five evaluations following the SSE framework across 

knowledge, toxicity, context (long-range), word order, and tokenization sensitivity. 

Showed strong correlation between our framework and labeled evaluations.
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Adversarial Attacks on LLMs

Jailbreaks Prompt Injections Context 
Contamination

https://cybernetist.com/2024/09/23/some-notes-on-adversarial-attacks-on-llms/ 24
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Jailbreaks

Human-Based
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Jailbreaks

Human-Based Obfuscation-Based
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Jailbreaks

Optimization-Based
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Jailbreaks

Optimization-Based

Recent work shows that text optimizers can produce jailbreaking prompts that bypass moderation and alignment.
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CV vs LLM Threat Model Comparison

In computer vision, classical threat models assume the attacker makes additive 
perturbations to images. This is an attack constraint that limits the size of the 
perturbation, usually in terms of an lp-norm bound.

For LLMs, instead the attacker is limited by the context length of the model, or
by the computational budget in terms of the number of model evaluations.
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Baseline Defenses Against 
Optimization- Based Jailbreaks

Self-Perplexity Filter

31



Paraphrasing

Baseline Defenses Against 
Optimization- Based Jailbreaks
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Baseline Defenses Against 
Optimization- Based Jailbreaks

Retokenization
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Baseline Defenses Against 
Optimization- Based Jailbreaks

Adversarial Training

Canonical defense against adversarial attacks, particularly for image classifiers.

Adversarial pretraining may be infeasible in many cases, as it increases 
computational costs. (number of gradient steps required per training step)

Creating adversarial training dataset which doesn’t impact benign prompts. 

Thus, we mix human-crafted harmful prompts from Ganguli et al. (2022) into the 
original (mostly harmless) instruction data (Alpaca dataset).



Baseline Defenses Against 
Optimization- Based Jailbreaks

Explored several baseline defenses (perplexity filtering is promising).

In computer vision, attacks can succeed with a single gradient evaluation, but for 
LLMs thousands of evaluations are necessary using today’s optimizers. This reduces 
the viability of straightforward adversarial training.
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